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Abstrat

Accouns o human and machine concep learning ace a undamenal challenge. Some approaches, noably deep learn-

ing, requenly achieve human-level perormance on specifc asks bu lack consisenly human-like—i.e. generalizable,

composable, and explainable—soluions. Ohers, including classic symbolic accouns, produce human-like hypoheses

bu scale poorly. We presen a model o learning which is boh human-level and human-like. I represens conceps as

program-like expressions ormed by applying a series o higher-order inerences ha ieraively revise preexising con-

ceps ino novel arge conceps. Learning seeks he bes combinaion o revisions under a Bayesian score. Tis model

predics learning behavior in 392 humans over 100 compuaionally sophisicaed conceps more accuraely han alerna-

ive models (Enumerae, Meagol, RobusFill, Flee) while using hree orders o magniude less compuaion. Tis work

shows how humans plausibly consruc sophisicaed algorihmic represenaions, a necessiy or compelling human-like

arifcial inelligence.
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